
  

 

Abstract—When looking at the optimal place to locate a wind 

turbine, trade-offs have to be made between local placement 

and spreading: transmission loss favours local placements and 

the correlation between the stochastic productions of wind 

turbines favours spreading. In this paper steps are described to 

determine the locations of new wind mills that minimize energy 

loss on the High Voltage power grid. A vindication of the used 

power grid model is provided, the simulation procedure for 

stochastic wind power is described and the required 

mathematical optimization models are described as well as 

implemented. Results are shown and their relation to real life 

problems is discussed. The analysis leads to the observation that 

in reality the entire Dutch coast is popular to locate wind 

turbines but the only region where this leads to actual reduction 

of the losses is the North (Groningen and Friesland). Next to this, 

at the current share of wind energy in the total network load, a 

spreading strategy to reduce variance of total wind power 

production does not seem advisable. At higher penetration (30% 

or more) spreading will become important. 

 
Index Terms—Optimizing energy generation, wind turbines 

placement, transportation losses, optimization methods.  

 

I. INTRODUCTION 

Recent power market developments and the increasing 

penetration of renewable energy such as wind power, account 

for growing uncertainties both in demand and in supply of 

power. This affects not only the issues of power quality and 

voltage regulation in short term power system operation; it 

also has consequences for general grid performance measures 

such as congestion risk and transmission losses. In this paper 

a new view on the problem is presented and a case study is 

presented where the relation between wind turbine placement 

and network losses for the Dutch HV grid is assessed. 

In our view, when looking at the optimal place to locate a 

wind turbine, two trade-offs have to be made:  

1) Local or central placement: loss percentage for 

transportation of a certain amount of electricity is 

proportional to travelled distance. If all demand and 

production of power on the grid were deterministic and 

time-invariant, transportation losses would be minimized by 

placing all generators as close to demand points as possible. 

But when demand and production are time-varying or 

stochastic, sometimes local production is higher than local 

demand. Local excess power in peripheral parts of the grid 

has to be transported further than if it were produced at some 

central point. So local placement of generators is 

advantageous when local demand is larger than local 

production, but disadvantageous when local demand is 
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smaller than local production. In that last case central 

placement would be better. Therefore loss-minimizing 

placement of stochastic generators may be regarded as a kind 

of trade-off between the advantages of local and central 

placement.  

2) Spreading or concentration: the correlation between the 

stochastic productions of wind turbines reduces when they 

are placed further apart. So a certain spreading of the wind 

mills will result in smaller variance of total wind power 

production, and therefore may reduce the disadvantage of its 

stochastic nature. However, spreading of the wind mills may 

have to mean that some are placed in regions with less wind, 

which in itself is undesirable. Also in this respect a trade-off 

has to be made.  

The main question in this paper is: Given a normal load 

situation of a HV network, what would be the optimal 

locations to build a given number of new wind mills, in order 

to minimize the expected energy transportation losses, 

considering the presented trade-offs? We present a three step 

procedure to arrive at the results presented below. The first 

step is to apply the well-known DC power flow model to the 

network structure and the load data. The second step is to 

specify a set of scenarios describing the wind power 

production behaviour of the wind turbines to be connected to 

the grid. Each scenario is described by a different wind power 

output and its proper probability, all based on real wind data. 

The third step is to optimize expected power losses over all 

different possibilities of wind turbine placements using a 

model for stochastic optimization, solved quickly by a novel, 

very simple, but well justified heuristic. 

In Section II an overview is given of the literature related 

to the topic of this paper. In Section III a short introduction to 

power grids is provided. A simplified model is derived for the 

performance of energy transportation through the power grid. 

The principles of electronics are used to arrive at the 

technical description of power grid behaviour: the so called 

power flow equations. Some simplifications are applied in 

order to derive a model in terms of network flow and 

mathematical programming. Section IV introduces the 

stochastic optimization model, discussing some relevant 

aspects and choices made therein. Here we formulate the 

model in a precise mathematical manner, distinguishing two 

stages, and adopting terminology from graph theory and 

mathematical (stochastic) programming. In Section V the 

mathematical optimization theory is discussed by which the 

model formulated in Section IV can be brought into a form 

that should be solvable by standard optimization software. 

Because the rigorous optimization quickly becomes too large 

to perform and because there is quite some structure in the 

problem that that we can use to provide a solution, a heuristic 

is presented. The optimization model derived in Sections IV 
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and V introduced some parameters which represent the 

uncertainty contained in wind power generation. The purpose 

of Section VI is to perform a simulation in order to estimate 

these parameters. Section VII discusses the results of the 

Dutch case and in Section VIII conclusions are drawn from 

the cases. 

 

II. LITERATURE 

In order to give an impression of the relation of this 

research to the topics that are treated elsewhere in literature 

the contents of some recent publications are discussed. These 

articles are clustered around the themes network design for 

loss minimization, wind power modelling and power system 

expansion. 

When searching the scientific literature for minimization 

of power losses in a network, it becomes clear that there 

exists a long history of research on this topic, and that it is 

now vivid as ever. The major part of the research papers is on 

subjects such as the optimal placement of capacitors on a 

distribution line, or the optimal configuration of 

sectionalizing switches in a near-radial distribution system, 

for example [1]-[3]. Newer is the interest in using Distributed 

Generation to minimize transportation losses, see for 

example [4]-[8]. While the field of renewable energy is 

constantly growing, and wind power is one of its largest 

contributors a lot of research is done into wind power 

modelling under two main themes: firstly, steady state 

analysis, which is mainly used in long term planning, power 

grid design and generation expansion studies; and secondly, 

dynamic analysis (or, more commonly: forecasting). This is 

used for short term prediction of future wind power 

generation, in order to optimize intraday market biddings and 

short term power system control. Especially because of the 

reactive power behaviour of wind turbines, voltage stability 

in the system may depend crucially on their correct operation. 

Examples of earlier work are [9]-[13]. 

A more holistic view, namely the inclusion of wind 

turbines in an existing grid is found in [14], who addresses 

the question of “distribution system planning in the face of a 

worldwide growth of DG penetration”. The aim of their 

article is to present a “proper tool, able to find the siting and 

sizing of DG units which minimize generalized cost” as a 

help for the distribution system planner. They designed a 

three-step algorithm to find the optimal locations and sizes of 

several wind turbines, to be built within the area of some 

Medium Voltage (MV) distribution grid. The first step 

consists of an implementation of the method of [12] 

mentioned above; the second step is a genetic algorithm 

which steadily improves the intermediate solution. The 

objective function (generalized cost) contains several terms, 

such as location dependent building costs, but also the cost of 

power losses. The third step is a method of determining the 

robustness of a solution under uncertain future conditions. 

Lastly, they apply the method to a particular Italian MV grid.  

Ref. [15] discusses applications from design in logistic 

networks and power systems. The subject of chapter 4 is 

Transmission and Generation Expansion Planning (TGEP) 

for wind farms in power systems. He shows that for wind 

energy, the expansion planning of generation capacity and of 

transmission capacity should be considered simultaneously. 

He shows that however very little work has been done on the 

simultaneous TGEP problem, mostly generation and 

transmission expansion are regarded independently, or else a 

deterministic TGEP model is used. But wind power requires 

a stochastic model. 

A total different approach is found in [16]. This paper 

presents an approach to calculate the optimal location of 

renewable energy generation. Potential areas for the 

expansion of the considered generation technologies (wind 

onshore and offshore, photovoltaic and concentrated solar 

power) are calculated in a land use analysis. The 

corresponding renewable energy supply is determined via a 

meteorological analysis. Eventually optimal RES investment 

decisions are determined. Wind energy should mainly be 

expanded on coastlines but higher capacities need also 

efficient interior locations. 

Although this research is related to [15] there are some 

differences in the approach. We go into much more detail of 

the power grid and use a different model for it. Next to that, 

as our model is very complex and simplification does not 

help enough, we present a simple heuristic to generate 

solutions. Our approach, looking at transportation losses and 

taking into approach the correlation in wind power 

production lead to conflicting conclusions. 

 

III. POWER GRID MODELLING 

In this section an introduction into power grids is provided. 

Then the power flow equations are formulated, energy loss is 

described, and by several steps a simplified model for power 

grid behaviour is derived. 

A. Power Grids 

A power grid is a set of electrical components called buses, 

which are connected with each other by transmission lines, 

called branches. Some of the buses represent electricity 

consumers, which have a demand for electrical power. These 

buses are called load buses. Some other buses represent 

power plants, or other sources of electrical power. These 

buses are called generation buses. In order to keep the 

voltages through the entire grid at their demanded level, the 

system is operated in such a way that supply equals demand 

at every point in time. As demand varies in time depending 

on the wishes of the consumers, power generation has to be 

adjusted accordingly. 

Due to resistance of transmission lines, electrical energy is 

lost during transportation from generation to load buses. 

These losses are reduced by applying higher voltages, but 

electricity has to be delivered to consumers at only 230V. As 

a result, most power grids are designed in the following way:  

1) High Voltage grid, or transmission grid. It is kept at 

voltages of 110kV to 450kV.  

2) Medium Voltage grid, being the link between 

transmission and distribution. It is kept at voltages 

between 1kV and 110kV.  

3) Low Voltage grid, or distribution grid. Voltage is 

below 1kV. 

B. Power Flow Equations and Power Loss 

The usual physical representation of a transmission line is:  
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that is, an ideal line (ij) containing a resistance rij, and a 

reactance xij. The impedance of this line then, is 

ijijij ixrZ =
1
. This means that the relation between current 

and voltage in the line can be described by Ohm’s law 

  ijjiij ZVVI /=  . Assuming a complex voltage of 
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Note that for ease of notation from here on r and x will be 

written instead of rij and xij, because the context makes clear 

which resistances and reactances are meant. 

Adding the complex powers exercised by voltages Vi and 

Vj at both ends of the line yields a total complex power 

conversion of  
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The magnitude || ijS  of a complex power is called the 

apparent power. Because of Joule’s law tIQ 2= , it is the 

current which determines the capacity of a transmission line 

(before it is damaged by heat production). Moreover for fixed 

voltage magnitude, the apparent power |Sij|=|ViI
*
|=|Vi||I| is 

proportional to the current on a line. Therefore in a power 

grid line capacities can be expressed in maximum apparent 

power. 

But the apparent power says nothing about the power 

conversion in the line. That can be seen by taking the real 

parts of the above expressions, using )(cos=)( jiijcos    

and )(sin=)( jiijsin    representing the real powers 

exercised by voltages 
iV  and 

jV :  
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And adding them yields a total real power conversion of  
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This formula represents energy loss per second, depending 

on complex voltages on both ends of the line. 

If we take the imaginary parts of the complex powers, we 

get the so called reactive powers 
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= 2
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1 Capitals are used to represent complex quantities. 
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And these four equations describe the total (steady state) 

power grid behaviour, because Kirchhoff’s Current Laws 

demand power flow conservation at every bus i for real 

power (that is, 0=jijijj
pp   ), and also for reactive 

power (that is, 0=jijijj
qq   ). By specifying certain 

boundary values at the buses (for example, pij and vi at a 

generation bus i), and one reference node with phase 0= , 

one can then solve for all voltage magnitudes and phases in 

the system. This is called AC power flow calculation. 

C. DC Load Flow Model 

For technical purposes it is often required to be able to 

calculate the behaviour of bus voltage magnitudes and angles. 

It is important to maintain voltage stability, even when power 

demand and generation is subject to change. Unexpected 

reactive power behaviour may result in local voltage drops 

(which is undesirable for customers), or voltage rises (which 

may damage the electrical components of the system). 

Therefore the full solution of the above non-linear equations 

is critical for the technical operation of the system. However 

for general design questions and performance estimations, it 

is expedient to simplify a little further. Ref. [17] justifies the 

following assumptions for the context of this paper: 

1) The bus voltage magnitudes vi and vj are almost equal, 

so that we can say ji vvv : . That is, the effect of 

voltage drop on power system behaviour is neglected. 

Certainly for high voltage systems this is justified.  

2) The difference in voltage angles )( ji    is small. In 

this case one can make the first order approximations 

)()(sin jiij    and 1)(cos ij
.  

3) An unnecessary assumption for our modeling purposes, 

but nevertheless true in practice for HV transmission 

lines, is r << x (resistance is much smaller than 

reactance).  

Making these approximations, and putting v=1 (which is 

called expressing the voltage in per-unit) yields for our real 

power equations  
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One can see that due to ji vv = , the first and second term 

in square brackets cancel out. The justification of this 

approximation for HV power grid is even more enhanced by 

the third assumption that x tends to be (much) larger than r, 

making the third term dominant already. 

Now compare a purely resistive DC electrical circuit 

where the only active elements are current sources connected 
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to ground. In this case the current flow equations are 

ijjiij RVVI /)(=   for all lines (ij).
2
 

Note the similarity between the simplified power equations 

of the AC power grid, and the current equations of the DC 

electrical circuit. Their structure is exactly the same, only 

quantities differ. Thus it can be seen that after these 

simplifications a remarkable analogy exists between a large 

AC power system, and a DC electrical circuit equivalent. The 

role of currents in the DC load flow is taken over by powers 

in the AC network; the role of DC voltage drops over 

resistors correspond to differences between bus voltage 

angles, and DC resistance values correspond to reactance x  

of a transmission line. 

It is according to this analogy that we like to think about 

the power grid as if there are power sources, power sinks, a 

power flow through the network, (even ‘power conservation 

laws’), en passant producing line losses. 

D. Reactive Power and Line Loss in the DC Model 

The same approximations 1. and 2. from the previous 

section, applied to the reactive power equations, yield:  
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that is, if also xr << , reactive power ‘flows’ vanish, or at 

least are neglectable in comparison to real power flows. 

Similarly, the first order approximation for real power loss 

yields 0== jiijloss ppp  . The DC model assumptions 

formulated at the begining of the previous paragraph have as 

a direct consequence that zero power loss is assumed. This 

can easily be verified by the consideration that for all i and j, 

vi=vj, which means that there is zero voltage drop in the 

system, and consequently there can be no net power 

conversion. But taking the second order approximation 

2
1)(cos

2
   produces  
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These powers do not actually disappear from the power 

flows in the model (which are, like the current in an electrical 

circuit, preserved), and therefore do not influence the power 

flow solution. 

E. Network Flow Model 

Above it was established by simplifying the exact AC 

power flow equations, that large scale AC power flow 

behaves approximately like a simple small scale DC 

electrical circuit. In former times this similarity was used by 

 
2 Here capitals represent normal real DC quantities. 

the old “DC network analyzer”, in which each network 

branch was represented by a resistance proportional to its 

series reactance and each DC current was proportional to a 

real power flow. The DC model derived its name from this 

analogue computing table. 

These days of course computer algorithms can be 

exploited. By basic physics of electricity, Kirchhoff’s 

Current Laws (KCL) and Kirchhoff’s Voltage Laws (KVL) 

yield the equations by which the solution for the nodal 

voltages and currents over the lines can be computed. KCL 

demand that the total current into a node must equal the total 

current out of that node. KVL demand that the directed sum 

of the voltage drops over every closed loop in the network 

must equal zero. By simple linear algebra techniques the 

resulting system of linear equations can be solved. In power 

flow analysis, the matrix of coefficients of the linear 

equations is called the admittance matrix. The solution 

procedure comes down to inverting this matrix. 

In the context of this paper (stochastic and constrained 

optimization) another approach is more useful and also more 

intuitive. Ref. [18] remarks that the currents found by solving 

both Kirchhoff’s Current and Voltage Laws, happen to be the 

same currents that minimize the total heat dissipation 

described by 2( )ij ijI r , while satisfying only Kirchoff’s 

Current Laws. 

Because in the terminology of network flow optimization 

these current laws are just the flow balances at a node and 

because the objective function that describes total heat 

dissipation is clearly separable and convex (quadratic), we 

know from theory on network flows like [19] that the power 

flow problem can be solved efficiently by network flow 

algorithms. The advantage of this method over the traditional 

former one is that network algorithms allow for 

straightforward sensitivity analysis, can cope with additional 

contraints that may come in, and offer a known framework 

for a stochastic extension. 

Concretely, this means that to find the solution for the 

currents through a DC network, and therefore an approximate 

solution for the power flow in an AC power system, the 

following mathematical program should be solved: 

Minimize                    2

( )

ij ij

ij A

p x


  

Subject to    

:( ) :( )

,ij ji i

j ij A j ji A

p p b i N
 

     

                                             0 ( )ijp ij A   

where 
ijp  is the power flow through line (ij), 

ijx  is the 

reactance of the line, and bi is the power supply/demand (the 

balance) of each node i. 

From this it can be seen that the problem of computing the 

power flow solution of a power grid, is equivalent to solving 

a so called minimum cost flow problem with quadratic arc 

costs. Recall (e.g. from [19]) that the flow balance constraints 

may be written as Bp b , where B is the so-called 

node-arc incidence matrix of the network, p  is the vector of 

power flows through the arcs, and b is the vector of supplies 

at the nodes. Because of notational conventions, in the next 

chapters we will use yij instead of pij as symbol for the power 

flows. 
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F. Additional Remarks 

For the application in this paper equal voltages are 

assumed throughout the grid. But when this is not the case, 

the above network flow program can easily be adjusted to 

account for the voltage differences. Define all arc cost 

coefficients cij=xij/vij where vij is the voltage at which the line 

is kept. The intuitive interpretation of this is, that the high 

voltage lines are ‘cheaper’ to travel over, and therefore are 

more likely to attract flow than lower voltage lines. This is 

nice since higher voltage lines typically cause less power loss, 

and have higher capacities. 

The application of network algorithms to solve the DC 

power flow problem seems to be little advocated in literature. 

Yet modern day algorithms such as network simplex and 

-relaxation can solve quadratic cost flows extremely 

efficiently. It has been suggested that these methods are faster 

than the admittance matrix inversion of classical DC 

algorithms (e.g., [19], chapter 1). Moreover, strongly 

polynomial algorithms have been developed for separable 

quadratic cost generalized flows. In such network problems, 

a so-called arc multiplier is added to all arcs. The outgoing 

flow of the arc is then defined as the incoming flow times the 

arc multiplier. The qrelaxg algorithm, together with 

mathematical proof of its polynomiality, is presented in [20]. 

This opens up the possibility to a DC algorithm where 

power losses are incorporated by a linear (first order) 

approximation of the losses over a branch. Compare [21] 

where a zero’th order approximation is suggested for the 

losses by subtracting fixed loss estimates from the node 

balances. There it is proposed (Section VII-B) that 

incorporation of the losses could be achieved by estimating 

all powerflows pij beforehand by 
ijp̂ . Then 2ˆ

ijij pr  estimates the 

losses over this line. These losses can be subtracted from the 

node balances of the adjacent nodes before computing the 

power flows. According to [21], the losses “usually converge” 

when this process is iterated (using the resulting power flow 

as the new estimates ijp̂ ). 

The quadratic cost generalized flow however, immediately 

yields losses that are proportional to the power flow over the 

branch. To determine the arc multipliers one should still 

estimate the power flows beforehand. Then, based on the 

estimate 
ijp̂ , put the arc multiplier 

ijijij pr ˆ=  such that the 

linear loss 
ijijijijij pprp ˆ=  approximates the actual loss 2

ijij pr . 

The network programming formulation looks like: 

Minimize                   
2

( )

ij ij

ij A

p x


  

Subject to         

:( ) :( )

,ij ji ji i

j ij A j ji A

p p b i N
 

     

                                        0 ( )ijp ij A   

and take arc multipliers ijijij pr ˆ= . Iteration by using the 

resulting ijp  as the new flow estimates ijp̂ , can be expected 

to converge both faster and more likely than the method of 

[21] because linear approximation of the quadratic loss 

function is significantly better than approximation by a 

constant function. 

The model can be improved yet one step further. As will be 

shown in chapter 5, every quadratic network flow can be 

approximated to any desired degree of accuracy by a linear 

network flow in which parallel arcs are added. The flows over 

these parallel arcs sum up to the flow over the original 

quadratic cost arc. When decreasing arc multipliers are 

associated with these parallel arcs, a piecewise linear 

approximation of the quadratic loss can be realized. Thus it 

can be seen that the network flow approximation to the DC 

power flow problem is flexible enough to realize the 

incorporation of quadratic losses into the DC power flow 

equations. We have seen this remark nowhere else in 

literature. It would be interesting to assess if this 

improvement makes the DC power flow model more suitable 

for MV grids, or very large scale HV systems, where power 

losses are more substantial.  

 

IV. MATHEMATICAL MODEL FOR THE PLACEMENT 

PROBLEM 

A. General Outline 

We expect HV and MV power grids to satisfy our DC load 

flow assumptions, and because the supply and demand of 

power have to be equal at every point in time, network 

behavior of the HV/MV network can be modeled by solving a 

minimum cost flow. The node balances required by such a 

model can be obtained from the load data of the power 

network in the Netherlands. These data can be taken from a 

moment of peak load or of average load. The connection of a 

wind mill to the grid corresponds to the increase of the supply 

at that particular node. In practice however, wind power 

production is highly uncertain. Although power demand by 

consumers also involves uncertainty, it is far better to predict 

than wind power production, and for that reason the 

assumption of deterministic demand seems justified. This 

assumption is also made by [14]. 

In Fig. 1 a rough sketch is provided, which may help to 

visualize the model described. In the original situation, power 

supply by the power plants (which are mainly connected to 

the upper parts of the grid) equals total demand by consumers 

(which are located mainly in the lower parts of the grid). The 

wind mills to be placed provide an extra (stochastic) supply. 

 

 
Fig. 1. Schematic overview of placement problem. 

 

Of course, wind speed is geographically correlated: a 

strong wind in one place makes a strong wind in another 

place, 100 km away, more likely. In order to model wind 

speed distribution over the Netherlands, we shall use wind 

speed measurements throughout the country to partition the 

Netherlands into several zones. Within these zones we will 

assume wind speed to be 100% correlated, and we shall use 

the measurement data to estimate the correlations between 

the zones. 
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A few things can be observed: first, because power supply 

and demand always have to be equal, a choice has to be made 

what to do with the excess power in the system, resulting 

from the wind turbines we place. A few possibilities are: sell 

excess power abroad; increase demand of some demand 

node(s); decrease generation of some supply nodes. In this 

last case a choice has to be made which power plants to adjust. 

Because in practice market balancing happens non-locally, 

we propose to adjust for every MW of wind power, certain 

other power plants distributed over the country. 

Second: in general wind mills are placed ‘lower’ on the 

grid than normal power plants. So as long as wind power 

production does not exceed local demand, wind turbines will 

have a positive effect on the transportation losses. 

Third: there is no intrinsic mechanism in the model that 

promotes placing the wind turbines on a spot with more wind 

than elsewhere (except when it can fulfil local demand). This 

might seem counterintuitive, but it is the consequence of our 

model. Models that minimize operating costs, do promote 

windy spots, because wind mills have high building costs but 

low marginal costs. Therefore windy spots will make more 

profitable investments. 

Fourth: The model does promote spreading the wind mills 

over different zones, but only if peak wind power production 

is higher than local demand. In that case the peak spreading 

results in less power transport, and therefore less energy 

losses. 

In the following two sections first the model is described 

for computing the power flow and line losses, once all power 

productions are given. This may be called the second stage of 

the problem, because wind mills have to be placed first. Next 

the model is described for the placement of the wind mills, 

and for computing the produced wind power and node 

balance corrections. This may be called the first stage of the 

problem. Note that the second stage will be described prior to 

the first stage.  

B. Power Flow Problem 

Define an (undirected) graph G=(N, A), taking a node 

Nn  for every bus in the power grid, and an arc Aa  for 

every transmission line connecting two buses. Define a cost 

function c:A→R
≥0

, which associates with every arc aij∈A a 

cost cij, and take a cost cij equal to the reactance Xij of its 

corresponding transmission line. Define a balance function 

b:N→ R, associating with every node i its supply of power bi: 

a negative number for load buses, a positive number for 

generation buses. Define a nonnegative power flow 

:y A N on the arcs of G, satisfying the balance equation 

:( ) :( )j ij A ij j ji A ji iy y b    for each node i, and yij≥0 

for all (ij)∈A. Assuming a power balance 0i N ib  , the 

so called power flow solution is found by minimizing 
2

( )ij A ij ijc y over all feasible power flows.
3
 Once the power 

flows have been found, 
2

( )ij A ij ijy r  is the expression for 

 
3 Note that it is necessary that the balances sum up to zero, or, total power 

production equals total power consumption. This is because the DC power 
flow model assumes that no power losses occur. Power losses are neglected 

while computing the power flow solution. Afterwards, when the power flow 

solution has been computed, an estimate is made of the losses that have 
occurred. 

the total power loss. 

C. Wind Turbine Placement Problem 

Partition the node set N into k zones such that 

1 2 kN N N N    . Introduce the random vector 

0

kM R , representing the uncertain wind speeds in the 

zones at some arbitrary time instance; its k-th element 
kM  

being the wind speed in zone k. Transform 
0

kM R  into 

0

nM R  by firstly, computing for each zone i=1,…k what 

wind power is produced by one wind turbine from the wind 

speed in zone i, and secondly, copying this number for each 

node in that zone. That is, if two nodes i, j are in the same 

zone, then Mi=Mj. We call Mi the potential wind speed at 

node i. Introduce decision variables :ix i N , representing 

the choice of placement for the wind turbine in zone i. 

Therefore for all regular i:xi∈ {0,1,…} and
i i
x l  

should be satisfied, where l is the number of wind mills to be 

placed.
4
 Now ( )i ii N

M x M x


   represents the total 

wind power produced, so if nt R  represents the fractions 

of production adjustments to compensate for the wind power 

(with 1ii N
t


 ), then ( )i i i ib M x M x t    is the new 

balance for any node i N . Note that  

 

 
   

0=)(0

=)(

=)(

iNi

iNiiiNiiNi

iiiiNi

txMxM

txMxMb

txMxMb

























 

So total power balance is indeed always preserved, no 

matter what the value of M  may happen to be. Then given a 

placement vector x  and a realisation m  of M , the vector of 

power flows y  can be computed as follows: 

 
2

)(

= ijij

Aij

ycargminy 




 

Subject to  

 

Aijyij  )(0
 

.)(=
)(:)(:

Nitxmxmbyy iiiiij

Ajij

ij

Aijj

 



 

It is clear that the power flows yij depend on the placement 

decisions xi and on the random vector M, which determine the 

balances of the minimum cost flow. Hence, different choices 

of xi will mount to different values of yij, and therefore 

different transportation losses. Moreover, the expected value 

of ),( xMyij


 over M  is well defined. The aim then to 

minimize expected transportation losses by optimally placing 

the wind mills may be written in the following way:  

 
4 Do not confuse this decision variable xi with the symbol xij or x, used in the 

previous chapter to denote line reactance. Notational conventions in power 

engineering demand the use of xij for reactance, and in mathematical 
programming it is customary to denote first stage decision variables by xi . 
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Minimize                  2

( )

EM ij ij

ij A

y r


 
 
 
  

Subject to  

     Nixi  }{0,1,  

    .= lxi

i

  

D. The Complete Model 

Combining the two previous sections, a complete 

formulation is provided by 

 

Minimize                2

( )

EM ij ij

ij A

y r


 
 
 
  

 

Subject to                    0,1,...ix   

 

and where 

2

( )

arg min ij ij

ij A

y c y


   

Subject to             0 ( )ijy ij A   

( ) ( )i i i i iBy b m x m x t i N      

 

In the last equation (which represents the flow balance 

constraints), B is the node-arc incidence matrix for G. The 

right-hand side iiii txmxmb )(

  are the balances, adjusted 

for the placement of the wind turbines. 

 

V. REFORMULATION INTO DETERMINISTIC OPTIMIZATION 

PROBLEM 

In Section IV Part D a complete mathematical formulation 

of the research question was given. In this section we try to 

reformulate the problem into a standard solvable 

minimization problem. First, the stochastic program is 

rewritten into a large deterministic one by introducing 

scenario parameters. These parameters will be obtained by 

simulation. Next, a linearisation of the network flow that 

arises in the second stage is described. Then it is shown how 

duality theory of linear network flows may be used to 

combine the two stages into one large optimization problem. 

Finally, we present the solution strategies for this problem. 

A. Stochastic Programming 

Models like the one above are called two stage stochastic 

optimization problems: 

1) First stage: the decisions x  have to be made while the 

future behaviour of M is still uncertain; then a 

realization of M is observed;  

2) Second stage the laws of power electronics determine 

the decision variables y , which results in a value of the 

objective function, that is, the transportation losses.  

The first difficulty in carrying out the minimization above 

has to do with the form of the objective function. 

Deterministic optimization algorithms cannot trivially handle 

an objective function like  

  ,),(
2

)( 













ijij

Aij

M rxMy


E

 

which contains an expectation. (The notation ( , )ijy M x  

makes the dependence clear of the yij on M  and x .) The 

random variable M  has a continuous (multi-dimensional) 

distribution, and it is difficult to see how a (multidimensional) 

integral in the objective can be dealt with. Next to this, 

another possibility is solving this as a Stochastic Recourse 

Model. However, then we need both a linearization of the 

objective function and a relaxation of the integer decision 

variables. 

Every continuous distribution can be approximated by a 

discrete one, and moreover, one which assumes finitely many 

values. Therefore also our wind speed distribution may be 

assumed discrete. And when it is assumed that M  takes only 

finitely many different values, the expectation can be 

computed as a finite sum. To this end, define a set S 

containing finitely many so-called scenarios s S . Next 

assume that M will take the value 
sm  with probability

sp , 

where 1s

s S
p


 . Then the expectation of a function 

( )f y  of y can be written ( )s s

s S
p f y


 .

5
 

In this way the stochastic program of the previous section 

can be written as an equivalent (large-scale) deterministic 

extension by summing over the scenario space: 

Minimize               2

( )

( )s s

ij ij

s S ij A

p y r
 

 
 
 

   

Subject to  

Nixi  }{0,1,
 

,= lxi

Ni


  

and where  

2

)(

)(= s

ijij

Aij

s ycargminy 




 

Subject to  

SsAijys

ij  ,)(0
 

  .,)(= SsNitxmxmbyB i

s

i

s

iii

s 


 

B. Linearization 

Still this formulation does not fit a standard mathematical 

programming model. The first stage decisions x  aim to 

minimize the expectation of some function of the second 

stage decisions sy , whereas these themselves must be chosen 

in such a way that they minimize some other function. At first 

sight it is not clear how to formulate the entire problem as a 

single optimization model. The constraint that the 
sy


 are the 

 
5 The scenario set S is a kind of finite discretization of the sample space   of 

M: in fact, the expectation in the objective function could have been written 

  


dry ijijAij

M

2

)(
)( 

 , whereas the approximation by introducing 

the scenario set S looks like  ij

s

ijAij

s

Ss
ryp 2

)(
)( 

 . 
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arguments which solve another minimization problem, is 

quite an unusual one. But by a few steps this constraint may 

be written in a standard form which can be handled by 

optimization software. The first of these steps is the 

linearization of the objective functions. 

Take the second stage minimization problem 

 
2

)(

)(= s

ijij

Aij

s ycargminy 




 

Subject to  

SsAijys

ij  ,)(0
 

  .,)(= SsNitxmxmbyB i

s

i

s

iii

s 


 

As already observed, these second stage decisions solve #S 

independent but very similar convex network flows. (The 

only difference between scenarios is a smaller or larger 

change in supply of the wind mills with their corresponding 

corrections.) The similarity between the scenarios may be 

used to obtain the solution of all #S-1 network flows 

efficiently by starting out from the solution to the first one. Of 

convex network flows it is known that they can be 

approximated by linear network flows to any desired degree 

of accuracy by adding multiple arcs between the connected 

nodes, and defining appropriate arc cost and capacity 

parameters (as, for example, [19] does). This can be 

understood as follows. 

Suppose some arc ( )ij A  has capacity uij and cost 

function cij(yij)
2
, and suppose the cost function is 

approximated by a piecewise linear function consisting of H 

line segments as in Fig. 2. 

Now this arc (ij) and the piecewise linear cost function on 

it behave in the same way as H parallel arcs (ij,h), h=1,…H 

with capacity 
,ij h ijU u H and linear cost functions

,ij hC  that 

have a slope equal to the slope of the h’th line segment in the 

picture. This follows because a flow from i to j that should 

minimize the cost, will allways first fill the cheapest arcs (ij, 

h), that is, from h=1 upwards to h=H. The old cost of the flow 

over arc (ij) now equals the sum of the new flows over the 

arcs (ij, h). 

 

 
Fig. 2. Linearization of the cost function. 

 

By applying this transformation the number of nodes 

remains the same, and node balance constraints change only 

in the sense that there is one more arc parameter to sum over. 

The objective function becomes  

.= ,,

},{1,)(

hijhij

HhAij

s yCargminy 
 



 

The value of the first stage objective function 2( )s

ij ijy r  can 

easily be computed in terms of the new flow variables yij,k and 

in a similar way newly defined Rij,k. The total linearized 

problem then looks like: 

Minimize         

 
, ,

( ) 1,...,

s s

ij h ij h

s S ij A h H

p R y
  

 
  
 

    

Subject to  

Nixi  }{0,1,
 

,= lxi

Ni


  

and where  

s

hijhij

HhAij

s yCargminy ,,

},{1,)(

= 
 



 

Subject to  

SsAhijUy hij

s

hij  ,),(0 *

,,  

s

hij

Ahjihj

s

hij

Ahijhj

yy ,
*),(:,

,
*),(:,






 

,,)(= SsNitxmxmb i

s

i

s

ii 


 

where A* denotes the new (strongly enlarged) set of arcs with 

linear cost, indexed by (ij,h), where  ( ) , 1,...,ij A h H  . 

Again the last equation represents the node balance 

constraints. By the introduction of the parallel arcs, each node 

now has more arcs incident to it than before, but the structure 

of the graph remains the same. If B* denotes the node-arc 

incidence matrix for the new set of arcs, the flow balance 

constraints could have been written 

( ) ( )s s s

i i i i iB y b m x m x t     for ,i N s S  . 

C. Reformulating the Second Stage Constraint 

The second and final step of rewriting the problem is 

performed in this section. When this has been done the 

problem of minimizing the transportation losses will be 

formulated in the form of a standard mathematical program. 

The point of linearizing the network flow is that for linear 

network flows a well-known duality framework exists, in 

which strong duality holds: solving the minimum cost flow 

under flow nonnegativity and balance constraints is 

equivalent to (and yields the same optimal objective value as) 

solving another, related, linear program, called its dual. [22] 

give a very nice introduction into general duality in Section 

IV, and apply it to network flows in Section VII. 

Alternatively [19], chapter 9 derive the dual network problem 

from first principles. 

The general results may be summarized by the following. 

Let z(y
*
) denote the cost value of a minimum cost flow with 

flow variables y and balance vector b . Define : N R  , 

called the node potential which associates with every node i a 

real number πi. Then maximizing 

( )( ) max(0, )i i ij A i j ij iji N
w b c u   

      yields 

an optimal node potential π
*
, and w(π

*
)= z(y

*
).Therefore, 

when faced with a linear network flow problem, it can be 

checked if it has been solved to optimality by a simple 

condition: does a node potential π exist for which w(π) equals 

the current flow cost? 
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This theory can be applied in the following way. In the two 

stage model above, one of the constraints is that the sy  have 

to be chosen such that they minimize some flow cost 

objective 
, ,,

s

ij h ij hij h A
C y  called the primal value. For the 

optimal sy , there exist node potentials s  for which the dual 

value w(π
*
) equals the primal. Hence instead of the 

‘argmin’-constraint, it is equivalent to add free node potential 

variables for every scenario, and add the constraint that for 

every scenario primal value should equal dual value.  

Let ( )s s s

i i i i ib b m x m x t     be the balance at node i, 

corrected for scenario s and the placement decisions x . Then 

the condition that 
, ,,

arg mins

ij h ij hij h A
y C y
  , where 

sy  is a feasible flow, is equivalent to the condition that 

 

hijhijAhij

hijhij

s

j

s

iAhij

s

i

s

iNi

yC

UCb

,,*,

,,*),(

=

)(0,max
~








 

 

where sy  is a feasible flow and s  a node potential vector. 

After these new variables are introduced and the constraint 

changed as described above, the model can finally be 

formulated as a standard optimization problem: 

 

Minimize           , ,

,

s s

ij h ij h

s S ij h A

p R y
 

 
  
 

   

 

Subject to  

Nixi  }{0,1,
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s

i

s

iii

s  ,)(=* 
 

hijhij

s

j

s

i

Ahij

s

i

s

i

Ni

UCb ,,
*),(

)(0,max
~

 




 

SsyC s

hijhij

Ahij




,,
*,

=

 

where s

ib  denotes the corrected node balances, and B
*
 the 

node-arc incidence matrix adjusted for the parallel arcs. 

D. Solution Strategies 

With respect to the solution of the mathematical program 

formulated in the last section, there are a few things that 

should be kept in mind. By the introduction of the new 

indices s for stochastic programming and h for linearization 

of the convex cost arcs, and the introduction of the new 

variables π
s
, the whole program quickly becomes giant. For 

example, in the next section, 729 scenarios are defined, that is, 

#S=729, and if a transmission line of heat capacity 1000 

MVA is to be modelled with precision 1 MW, then H=100. 

The result is, that the number of flow variables is multiplied 

by almost a million, and that in addition #S.n new (node 

potential) variables enter the problem. 

But there is one more (somewhat hidden) drawback of the 

method described in this section. The constraint that the dual 

must equal the primal value of the second stage was written  

hijhij

s

j

s

i

Ahij

s

i

s

i

Ni

UCb ,,
*),(

)(0,max
~

 




 

;,= ,,
*,

SsyC s

hijhij

Ahij


  

But the balance s

ib used in this equation crucially depends 

on the first stage decisions x . It was defined

( )s s s

i i i i ib b m x m x t    , and therefore the product 

s s

i ib  contains a term s

i ix ; which makes the model nonlinear. 

Naive rigorous solution when the model is defined on any 

realistic scale (which may include hundreds of nodes and arcs, 

as well as hundreds of scenarios and parallel arcs) will 

probably be infeasible. Specialized algorithms may be 

designed by exploiting the primal-dual relationship between 

variables 
,

s

ij hy  and s

i , but are beyond the scope of this paper. 

Therefore here we present a heuristic approach, based on 

the observation that the functions 2

ij ijij
r p and 2

ij ijij
x p  have 

the same structure. If for all branches ij, the fraction xij/rij is 

the same, then minimization of 2

ij ijij
x p  would immediately 

yield a placement that minimizes losses. Now minimize 

objective function 2

ij ijij
c p , where the cost parameters 

ijc are 

a mixture of reactance xij and resistance rij. Minimization of 
2

ij ijij
x p  is needed for correct power flows; minimization of 

2

ij ijij
r p yields loss minimizing objective. So a certain 

tradeoff has to be made which aspect is more important for an 

arc. One simple suggestion could be to take cost parameters 

cij=(rij+xij)/2 or another: 
1

1 ij

ij ij

ij ij

r
c r

m x



 

 
   

 
  

Now the second stage of the problem disappears, which 

makes the problem much easier. Two extreme parameter 

choices can be identified. First: disregard resistances 

completely (that is, take cij=xij), which respects power flows, 

but disregards losses
6
. And second: disregard reactances 

completely (that is, take cij=xij), which does minimize losses, 

but does not respect power flows. Ref. [15] makes this second 

choice (he does not respect power flows; only flow balances). 

It is difficult to say something intuitive about the quality 

performance of this heuristic; in general it will perform 

poorer if xij/rij differs much for different arcs. 

 

VI. WIND POWER SIMULATION 

We performed a simulation of wind speeds in the 

Netherlands, based on empirical data and on wind speed 

models from literature. The goal is to compute reasonable 

values for the model parameters p
s
 and m

s
 that were used in 

the optimization model. Recall that the interpretation of p
s
 is 

the probability of a scenario s S , whereas m
s
 is a vector 

 
6 This is the choice made to produce the results in the next section. 
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containing for scenario s the joint wind power output if on 

every node there would be exactly one wind turbine. 

For this paper data were taken from the hourly wind speed 

measurements of all 50 measurement stations during the 

years 2001 until 2010 from The Dutch meteorological 

institute (www.knmi.nl). 

First we made some partition of the Netherlands into a few 

different wind zones, within which we will assume equal 

wind speeds based on clustering techniques, exact 

description can be found in [23]. Next we modelled the wind 

speed at a particular site. In literature, the Weibull or even 

Rayleigh (which is a special case of the Weibull) distribution 

is advocated. See, for example, [12], or [14]. Conclusion of 

our analysis is that the assumption of Rayleigh distributed 

marginals is sufficiently justified. Next we looked at the joint 

distribution of the wind speeds in the several regions. Ref. 

[12] suggests a multivariate distribution which is easy to 

simulate, and has marginals with approximate Rayleigh 

properties. They cite [24] and [25] as mathematically more 

precise, but of a (for this purpose) unjustified complexity. 

Having simulated 10000 independent instances of joint 

wind speeds, these should now be transformed into the 

powers that are produced by a wind turbine within these 

zones. Four main characteristics are mentioned in literature: a 

wind speed value vci (cut-in velocity) below which the turbine 

has no output, a rated velocity vr above which the turbine has 

its maximum output, and a cut-out velocity vco above which 

the turbine is deactivated in order to prevent damage. The 

fourth characteristic is the rated or maximum power Pr itself. 

Ref. [15] takes as power output curve the first graph in Fig. 

3, which is doubtless the more accurate model. But we think 

that the linear approximation used by [14] and [13] suffices 

for our purposes. 

 

 

 
Fig. 3. Non-linear and linear power curves. 

 

There are many different sizes and types of wind turbines 

available in industry. For this paper typical characteristics for 

a modern large 2500 kW turbine were taken. 

By the procedure described until here, it is possible to 

simulate correctly correlated wind power outputs for single 

wind plants over the different regions. Total wind power 

output in a region can then be obtained by multiplying that 

value by the number of turbines in the region, as described in 

the previous section. This simulation procedure can be used 

to compute values for the scenario parameters p
s
 and m

s
, 

defined for the stochastic optimization program. 

p
s
, the probability of a scenario s S , could be computed 

by partitioning the 6-dimensional range of power outputs, 

and counting which parts of the simulated values would lie in 

the particular areas. m
s
, the value of the scenario, is then 

obtained by averaging over these values only. But the fact 

that we started the simulation from independent uniforms, 

provides us with an opportunity for simplification: by simply 

partitioning the range of the multivariate uniforms (that is, 
6[0,1] ), then mapping them to output powers and compute 

the m
s
, it becomes easy to define scenarios which have all 

equal probability p
s
. 

Now that these parameters p
s
 and m

s
, s S  have been 

computed, the deterministic optimization problem that was 

drawn up in the previous section can be solved. 

 

VII. RESULTS 

In this section the results of the performed computations 

are presented. In order to visualize the trade-offs mentioned 

in Section I, first some preliminary results are shown: the 

trade-off between high expected value and small variance of 

the total wind power, is illustrated in Section VII Part A and 

the trade-off between local and central placement for 

stochastic supply, is illustrated in Section VII Part B. In the 

last subsection the results of the full model are shown. 

A. Significance of Wind Zones 

In Fig. 4, normalized output power histograms are shown 

for 6 wind turbines. The left picture applies to the situation 

where all outputs are 100% correlated, i.e., all turbines are in 

a single zone. The region of Groningen and Friesland is taken 

as an example, because it has medium expected wind speed. 

The right picture applies when the turbines are equally 

distributed over 6 different wind zones. The results are 

obtained from the data used and discussed in Section VI. 

 

 
Fig. 4. Histograms for power output in single and multiple zones. 

 

Although the effect is not very strong, one can see that the 

distribution for the single zone is much flatter than the 

distribution for multiple zones. In fact, the variance of the 

single zone output is 1.5 times higher than for multiple zones. 

This suggests that there could be benefits from spreading 

wind turbines over the different wind zones. Of course the 

benefits in larger countries would be greater (for example, 

[15] presents similar histograms for various sites in the 

United States, indicating a stronger effect in variance 

reduction). 

Now suppose that we distribute 20 wind turbines over the 
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various zones, yielding a placement vector p which contains 

for every zone i=1,…,6 the number of wind turbines pi that 

are allocated to that zone. Define the output of a single wind 

turbine in zone i as Xi, i=1,…,6 and define the total power 

output of the 20 turbines
6

1p i ii
X p X


 . 

For various reasons a high variance of the output could be 

undesirable. In our context high variance of power output 

would mean that it is more difficult to match it to local 

demand, resulting in higher power losses by transportation. 

In finance and trade, high variance of production means less 

predictable volumes to be traded, resulting in lower selling 

prices. In order to compare expected value and variance, it 

has been proposed (for example [26]) to maximize the 

function ( ) ( )p pf p E X Var X   
, where   

represents the costs of volatility. This so-called mean 

-variance model is common in financial optimization and 

other disciplines. The variance of 
pX  can be expressed as  

)(=)(
6

1=

ii

i

p XpvarXvar 
 

),,(=),(=
6
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6
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6
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6

1=

jiji

ji

jjii

ji

XXcovppXpXpcov 
 

where the covariance matrix   of the 
iX  is known from the 

wind data discussed in Section VI. Let  i iE X  , and let 

, cov( , )i j i jX X   be fixed parameters. Then the function 

( )f p  can be written in the nonlinear form  

,=)( ,

6

1=

6

1=
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ii

i
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and its variables pi, i=1,…,6 are subject to the constraints 

,20}{0,ip
, and 

20=
6

1= ii
p . The parameters are given by 
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and 
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678.27412.97409.67377.39569.41538.84

412.97591.54479.52394.28455.23585.35

409.67479.52526.13381.42438.21542.84

377.39394.28381.42389.71415.07480.54

569.42455.23438.21415.07781.24699.09

538.84585.35542.84480.54699.091008.7

=





























 
 

Again Aimms can solve this for various λ. The problem is a 

Mixed Integer Quadratic Programming (MIQP) problem with 

6 variables. Table I shows results for various values of λ. 

Because of the high values in matrix   compared to  , the 

range of λ for which interesting changes occur, is quite near 

to zero ( [0,0.01] ). 

TABLE I: DISTRIBUTION OF TURBINES FOR VARIOUS  IN THE MEAN 

VARIANCE MODEL 

100λ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 1 

North Sea Coast 20 15 9 4 2 0 0 0 0 

Zuiderzee 0 4 4 3 3 2 2 1 0 

Inlands 0 0 0 6 9 11 13 14 15 

Limburg 0 0 0 2 2 3 2 2 2 

WN Brabant 0 0 0 0 0 0 0 0 0 

Groningen Friesl 0 1 7 5 4 4 3 3 3 

 

For λ=0, naturally all turbines are placed in the zone with 

highest average wind speed. For λ too high, the term 

( )pVar X becomes dominant, and most turbines are 

allocated to the zone ‘Inlands’. This zone has lowest variance, 

but it has also low expected value. 

The value of λ that should be taken for practical 

optimization is determined by external factors (market 

volatility, share of wind power in the generation portfolio of 

the power company). One can clearly observe that the 

optimal wind mill distribution for a power company strongly 

depends on the value of its λ. 

B. Network Structure 

In the former section only wind speed behaviour was taken 

into account, while network structure of the power grid was 

neglected. An optimal dispersion over the various wind zones 

was achieved, depending on the relative importance of 

expectation and variance of the output. In this section, by 

contrast, the structure of the power grid is analysed. This is 

done by placing Distributed Generation (DG) units in the 

network, and assessing their effect on the total line losses on 

the grid. Optimal locations for both deterministic and 

stochastic DG units are presented. The problem is similar to 

the placement of wind turbines, but simpler because wind 

speed correlation structure is disregarded. 

As a first orientation into the structure and the load of the 

HV grid, the simple power flow problem can be solved. It 

yields the following observations:  

1) The global structure of the grid resembles two 

connected rings, as depicted in the upper part of Fig. 5. 

The province of Groningen and the loose ends in the 

west are exceptions to this, but the major part of the 

transportation is taking place at one cycle (mainly from 

West to East).  

2) For achieving minimum transportation losses, DG units 

are very likely placed on nodes with negative supply. 

Therefore if node 619 (Diemen), which has positive 

supply, is moved to the wind zone ‘North Sea Coast’, 

this is likely to have no consequences for any solutions.  

3) Almost all nodes in ‘North Sea Coast’ and in ‘West 

Noord-Brabant’ are supply nodes.
7
 It is unattractive to 

place DG units there. When these two zones are united, 

and the rest of the nodes are sorted according to their 

wind zones, a picture can be made of the power 

exchanges between the several zones. This is shown in 

the lower part of Fig. 5. Net supplies are cumputed per 

zone, and the power exchange between the various 

zones is the sum over one or two transmission lines. 

 
7 The large supply at Beverwijk is explained by offshore wind farms at the 
height of Noord Holland. The large supplies at Maasvlakte and 

Geertruidenberg are explained by the large number of Combined Heat and 

Power (CHP) systems used by greenhouses and industry. Borssele is home to 
a nuclear power plant. 
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Both quantities are in MW. 

4) From these pictures it is intuitively clear that DG units 

will be placed most likely in the ‘Inlands’ or ‘Limburg’.  

5) Total load on the grid is 13325 MW. About half of it is 

exchanged between the zones. The network losses for 

the standard power flow solution amount to 7.5 MW.  

 

 

 
Fig. 5. Power exchanges in MW between the wind zones for the standard 

power flow solution. 

 

In order to investigate network preferences for the 

placement of DG, Tables II and III are presented. They 

contain the results of a sequence of placement problems for 

varying DG penetration, and for varying size of the 

generation units. By penetration is meant: total added 

generation capacity divided by total original generation 

capacity (13325 MW). 

In the limit of 100% penetration and small enough unit size, 

it is clear that transportation losses can be made to vanish. 

When distributed generation equals demand at every node, no 

power transportation takes place at all. 

 
TABLE II: DISPERSION OF DETERMINISTIC DG OVER WIND ZONES 

#DG units 30 60 120 6 12 24 3 6 

Unit size 

(MW) 

100 100 100 500 500 500 2000 2000 

total DG 

capacity(MW) 

3000 6000 12000 3000 6000 12000 6000 12000 

Coast and 

Brabant 

0 0 1 0 0 0 0 0 

Zuiderzee 0 0 6 0 0 1 0 0 

Inlands 29 41 44 5 8 9 3 2 

Limburg 0 9 48 0 2 10 0 3 

Groningen 

Friesland 
1 10 18 1 2 4 0 1 

Network 

losses(MW) 

3.71 1.60 0.04 3.72 1.59 0.06 1.82 0.46 

 
TABLE III: DISPERSION OF STOCHASTIC DG OVER WIND ZONES 

#DG units 30 60 120 6 12 24 3 6 

mean unit 

output (MW) 
100 100 100 500 500 500 2000 2000 

mean DG 

capacity(MW) 
3000 6000 12000 3000 6000 12000 6000 12000 

Coast and 

Brabant 
0 0 22 0 0 5 0 1 

Zuiderzee 0 1 6 0 0 1 0 0 

Inlands 24 27 29 5 5 6 2 1 

Limburg 2 22 47 0 5 9 1 3 

Groningen 

Friesland 
4 10 16 1 2 3 0 1 

Network 

losses(MW) 
4.287 3.17 3.0 4.3 3.209 3.0 3.651 4.055 

 

The extreme case of placing only one DG unit can be used 

to obtain the notion of a kind of centrality of a node. When 

placing one unit of 1MW, the location which minimizes the 

loss is the point for which the network losses are most 

sensitive to a change in demand. One DG unit with 100% 

penetration yields the best location if the whole network 

would be powered from one source node.
8
 The resulting 

 
8 Note that this is purely theoretical because of the following. In our model 

extra DG power is compensated by decreasing supply of the original supply 
nodes. This choice was made in order to approximate the situation in which 

all commercial power plants in the country take equal share in the 

compensation. When the share of DG becomes too large, this approximation 
fails. 
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source node turns out to be Doetinchem for small size, 

Dodewaard when a size of 6000 MW is reached, and 

Boxmeer when 100% penetration is approached. 

The computations were done using the heuristic described 

in 5.4. The results in Table II confirm the intuition that both 

smaller unit size and increasing DG penetration have positive 

effect on transportation losses. 

The most remarkable feature of these results is the 

enormous sensitivity of the total losses to DG. Even for small 

penetration the losses drop to half the original value. 

Certainly for lower penetration, the size of the DG units 

makes little difference. Next it is notable that the first DG 

units are mostly placed in the inlands, but at a certain point 

Limburg takes over the central role. 

The same computations were done for stochastic DG units: 

a placement is found for which expected transportation losses 

are minimized. For each case, the expected output of the DG 

units equals the size of its deterministic equivalent in the 

table above. Three scenarios were used: one with zero DG 

output, one with its expected output, and one with output of 

twice the expectation. The results are presented in Table III. 

It immediately stands out that the strong positive effect of 

deterministic DG on the transportation losses, is partly 

neutralized when DG units are stochastic. Interestingly, all 

penetrations yield comparable resulting net losses. 

Furthermore, stochastic DG units seem to be more dispersed 

than their deterministic equivalents. The strongest dispersion 

effect is seen for high penetration. However, it should be 

observed that for high expected penetration, there is excess of 

DG power in the third scenario (where all units produce twice 

their mean output). This results in the situation that the 

original supply nodes become demand nodes, making the 

North Sea Coast an attractive zone to place the DG units. The 

results for this situation should be distrusted. 

C. Wind Turbine Placement 

In this section results of the solutions to the wind turbine 

placement problem are presented and discussed. The 

computations were done using the heuristic discussed in 5.4. 

Recall that the maximum output power of the turbine that was 

regarded equals 2.5 MW. The network results presented in 

the former section make clear that this quantity is almost 

negligible compared to the total load. Therefore, the output 

power was multiplied by successively 40, 200 and 800 in 

order to obtain interesting results. That is, the ‘DG units’ of 

maximum unit output of 100 MW, 500 MW and 2000 MW 

correspond to groups of 40, 200 and 800 large wind mills. 

The 729 scenarios that were simulated in Section VI were 

used. These wind power scenarios reflect mutual correlation 

between the zones, and the Rayleigh distributed wind speeds 

for each zone apart. The resulting mathematical program is a 

mixed integer quadratic program (MIQP) with 64155 

constraints and 88240 variables, of which 29 integer. Aimms’ 

cplex 12.4 solver is able to solve this within a few minutes on 

a standard PC. It can be observed that both unit size and 

number of units have a negative influence on the computation 

time. (A larger number of units increase the number of basic 

feasible solutions strongly. It is less evident why larger unit 

size requires longer computation time.) 

Consider the wind turbine placement problem. Placement 

of 30 wind turbines with maximum output of 100 MW yields 

the result that all turbines are placed in Groningen, the 

average total output being less than 600 MW. This shows that 

the solution of the wind turbine placement problem may 

differ from what one might expect when just wind or network 

data are considered. Highest wind speeds are to be found at 

the North Sea Coast, but there are no demand nodes there. 

Second highest wind speeds occur in the ‘Zuiderzee’ region 

which does have a shortage of 922 MW. But apparently lower 

production in Groningen can cause a greater decrease in 

power transportation than a somewhat higher production in 

the ‘Zuiderzee’ region would cause. However for the Inlands 

and Limburg (which have an even more attractive position on 

the network for DG placement) wind speed is just too low. 

Table IV shows some results for higher penetrations. 

TABLE IV: DISPERSION OF WIND TURBINES OVER WIND ZONES. IN THE LOWEST ROW SOME COMPUTATION TIMES ARE DISPLAYED, WHICH IT TOOK AIMMS 

3.12 ON A COMPUTER WITH 4GB RAM, INTEL DUO CORE 3.0 GHZ PROCESSOR, RUNNING UNDER 64-BIT WINDOWS 7. 

#wind turbines 60 120 240 12 24 48 3 6 

max unit output(MW) 100 100 100 500 500 500 2000 2000 

mean DG capacity(MW) 1120 2060 3710 1140 2072 3750 1140 2140 

Coast and Brabant 0 0 0 0 0 0 0 0 

Zuiderzee 0 0 7 0 0 2 0 0 

Inlands 0 1 57 0 0 11 0 0 

Limburg 23 70 120 4 14 24 1 3 

Groningen Friesland 37 49 56 8 10 11 2 3 

Network losses(MW) 6.309 5.438 4.282 6.829 5.43 4.272 6.829 5.448 

Solution time 157s - 341s - - - 374s 524s 

 

It is interesting to see how the Inlands, which seemed so 

attractive both in the mean variance model for wind power, 

and in the network structure analysis, are less attractive in the 

wind turbine placement problem. Units are placed in the 

Inlands only after Groningen has reached a kind of saturation, 

and there are already many wind turbines in Limburg. This 

phenomenon might occur because the expected wind 

generation is simply too low in the Inlands; but seeing that 

the difference in expected outputs between Inlands and 

Limburg is smaller than between Groningen and Zuiderzee, 

some other reason seems likely. 

When there are more than 30 units of 100 MW (that is, 

3000 MW of installed wind capacity) in Groningen, there is 

excess of wind power in that region during the strong wind 

scenarios. Some of that power will flow to the neighbouring 

Inlands. Consequently, Limburg is more attractive than the 

Inlands because of its greater distance to Groningen. Also 

neighbouring zones do not have full correlations: highest 

wind generation scenarios of one zone do not necessarily 

coincide with highest generation in the other zone. The 

probability of local power excess may therefore be decreased 

by placing units in the neighbouring zone. This may explain 

why the results for wind turbine placement show a higher 

spreading of generation units than the stochastic DG 
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placement regarded in the former section (where correlations 

were 100%). 

 

VIII. SUMMARY AND CONCLUSIONS 

In this section the content of this paper is summarized and 

conclusions are drawn from the computational results. In this 

paper an introduction was provided into power grid structures 

and into modelling of power flows with network losses. A 

mathematical model was formulated in order to capture the 

wind power Generation Expansion Planning problem for loss 

minimization in a so-called two stage stochastic program. 

Network flow duality was applied such as to arrive at a NLP 

formulation for the stochastic Generation Expansion 

Planning problem for loss minimization. Rigorous solution 

algorithms for this NLP problem were outside the scope of 

this paper. Therefore a simple heuristic was presented, 

together with a procedure to simulate appropriate scenarios 

for steady state wind power studies in multiple areas. This 

implementation of the model was used to generate results for 

the Dutch HV network. 

From the computational results it was possible to conclude 

that:  

1) The effect of reducing transmission losses by placing 

DG units is significantly weaker for stochastic than for 

deterministic units;  

2) In order to achieve high transmission efficiency, 

stochastic DG units should be placed further apart than 

deterministic DG units;  

3) There exists a non-trivial relation between the locations 

of wind turbines and transportation losses, but that 

interesting effects occur only for higher penetration;  

4) The optimal distribution of wind energy over the 

Netherlands shows a higher spreading than can be 

explained merely from its stochasticity;  

5) The location dependent nature of wind energy is relevant 

for its effect on power grid performance;  

6) Because of the load situation of the Dutch HV grid 

Groningen and Friesland are the only regions with both 

attractive wind speeds, and where placement of wind 

turbines would result in reduction of transmission losses 

in the HV grid;  

7) At the current scale of wind energy, a spreading strategy 

for wind turbines does not seem to be relevant, neither 

from a commercial point of view (variance reduction of 

total output for the Dutch market) nor from a technical 

point of view (reducing transmission losses)
9
;  

8) If in a future scenario wind energy were to acquire a 

significant share in HV power flows, location selection 

may become important for grid performance.  

Apart from the computational results presented in this 

paper, some general observations can be made:  

1) The loss minimizing uses of DG seem more relevant in 

large countries like US or Australia, than in a smaller and 

densely populated country like the Netherlands.  

2) Location selection of new wind turbines is done by 

individual commercial power companies, whereas costs 

 
9 This concerns the HV grid: whether spreading strategies on a MV network 

scale would be desirable from a technical point of view, should be 
investigated in a different case study. 

for transportation are paid by all parties equally. 

Therefore in practice there is no financial incentive 

which stimulates locations that improve grid efficiency.  

3) LMP methods may open the possibility to let the causer 

of transportation losses pay for the loss. In such a 

scenario using DG for reducing losses could also have 

economic value.  
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